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selected portion of the redundant memory, and to read or
write data from the selected portion of the redundant memory,
respectively.
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MEMORY DEVICE WITH BACKGROUND
BUILT-IN SELF-REPAIR USING
BACKGROUND BUILT-IN SELF-TESTING

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation application and claims
priority to and benefit of co-pending U.S. Non-provisional
patent application Ser. No. 13/732,783, filed on Jan. 2, 2013,
entitted “MEMORY DEVICE WITH BACKGROUND
BUILT-IN SELF-TESTING AND BACKGROUND BUILT-
IN SELF-REPAIR”, by Bendik Kleveland et al.; with priority
claimed for all commonly disclosed subject matter, which
further claims priority to provisional Patent Application No.
61/582,365, filed on Jan. 1, 2012, entitled “Hidden Memory
Repair,” by Bendik Kleveland, all of which application(s) are
also incorporated by reference herein in their entirety.

BACKGROUND

Referring to Prior Art FIG. 1, a functional block diagram of
a prior art memory that uses scrubbing to correct detected
errors, is shown. Scrubbing is a method of using extra bits of
information, that is, redundant information, added to the data
itself to identify whether the data has any errors and to provide
the opportunity to correct it with a background task that
periodically inspects memory for errors, and then corrects the
error using a copy of the data. It reduces the likelihood that
single correctable errors will accumulate; thus, reducing the
risk of uncorrectable errors. Examples of redundant informa-
tion include parity bits and error correction code (ECC) bits
associated with that data. Hamming codes are popular ECC
codes that can be used to detect and correct a single-error
(single error correction, SEC) in a word, and perform double
error detection (DET). Such a code cannot perform double
error correction, as there is insufficient information in the
ECC to locate exactly which bits have the error. For example,
a Hamming (7, 4) code encodes 4 data bits into 7 total bits,
e.g., with 3 bits of parity for a SECDEC ECC. Scrubbing
utilizes the ECC for SEC. A memory can be checked for
errors by reading the data with the parity bits and operating
the ECC algorithm to detect and correct a single-bit error. The
corrected data, along with the parity bits, can then be written
back into memory as corrected data, thus scrubbing out the
original data error.

Scrubbing is useful for checking memory for single bit
errors, but it is not effective at correcting more than a single
bit of the data associated with it. Single bit errors might arise
because of a weak memory cell, e.g., leaky gates, or due to a
single upset event, e.g., a random alpha particle hit (APH)
causing a soft error by flipping a bit. Scrubbing is helpful at
resetting these random flipped bits, due to random soft errors.
A weak memory cell, however, while possibly intermittent,
will return faulty data repeatedly. Even though ECC could
correct for a single weak memory cell, there is a risk that a
random soft error could appear in a word that also has a weak
memory cell before the scrubbing corrects either one of the
errors. This could result in two or more bit errors occurring for
a data string associated with the ECC resulting in an unrecov-
erable error. At that point, the errors for that given portion of
data will not be correctable, and a frame or packet may be
dropped, or an interrupt or resend request may be needed, or
in the worst case, the system may crash. Examples of double-
bit errors include one weak cell in the same portion of
memory as another memory cell suffering an APH, or in the
same portion of memory as a newly arising second weak cell.
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In such a circumstance, memory can be tested by taking the
chip offline and performing a test, causing a system interrupt
and down time. A chip may pass test but be deemed of insuf-
ficient reliability to continue service. It may otherwise be
judged unserviceable, due to the unpredictability of its per-
formance, the perceived future degradation threat against
needed system reliability and up time, or simply because of a
lack of redundant memory resources (RMR), by prior con-
sumption of the RMR or insufficient capability of the RMR.

SUMMARY

A system, method, and apparatus for background built-in
self-test (BBIST) are presented. Additionally, a system,
method and apparatus for background built-in self-diagnosis
(BBISD) using the results of the BBIST are presented. Fur-
thermore, a system, method, and apparatus for background
built-in self-repair (BBISR) are also presented to fix the prob-
lems and failures discovered in the BBIST and BBISD. These
different embodiments, referred to as resilient memory, can
be utilized separately or together. Together these three capa-
bilities, when grouped together, are referred to as built-in
self-test/diagnostics/repair (BBISTDR), or “BBIST-DR” or
“BBIST-doctor” suite, are extremely effective for providing
standalone and self-sufficient, non-interrupting, high reliabil-
ity and long lifetime memory.

The built-in self test/diagnosis/repair/scrubbing is self-
monitored and self-managed to operate transparently in the
background in real-time and parallely to normal data opera-
tion of the memory without any performance degradation or
system interrupts. Such operation continues while testing for
both failed memory components that do not meet their speci-
fication, and for weak memory components that are stress
tested using margined parameters beyond specification
requirements, e.g., stress-tested. The purpose is to identify,
diagnose, and replace failed or weak components in a preven-
tative maintenance (PM) fashion very early, before an esti-
mated, predicted, or actual failure. The margined parameters
are implemented on the localized circuit under test (CUT)
portion of the entire chip or module, while the adjacent and
surrounding memory is concurrently, independently, and reli-
ably operated within specification parameters without adding
latency. Beyond the cumulative benefits of BBIST-DR func-
tionality, scrubbing the memory using ECC is also optionally
used in conjunction with the BBIST-DR suite to identify
single event upsets, such as the alpha particle hit. Because
even memory that is failure-free and culled from weak cells
can be subjectto an alpha particle hit. The resultant benefits of
the present apparatus, system and method include: multiplied
reliability, extended life, improved yield, reduced down-time,
more accurate predictive analysis and long-lead time PM,
reduced cost, improved service, etc. for the memory itself,
whether standalone, module or integrated in larger chip, e.g.,
a system on a chip (SOC), as well as for the subsequent
assemblies of a line card, chassis, server, and communication
infrastructure.

The present disclosure is applicable to any type of memory
regardless of form factor, with examples including: standal-
one, commodity, smart, intelligent RAM, embedded, cached,
stacked, module-based, etc. types of memory and regardless
of construction-type, such as: dynamic random access
memory (DRAM), static RAM (SRAM), embedded DRAM
(eDRAM or 1T-SRAM), magnetic memory (MRAM), non-
volatile memory (NVM) such as Flash, phase change
memory (PRAM), one-time programmable memory (OTP)
etc. The present disclosure is also applicable to other data
storage devices such as interface latches, registers, flip-flops,
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etc. whether located in the core of a chip or in some circum-
stances located at an interface that can be stress tested, diag-
nosed, and repaired in conjunction with the joint testing
action group (JTAG) protocol.

The first portion of the system, the BBIST, can be used as
a standalone apparatus/method or can be managed by a host.
As a standalone unit, the test results can be stored internally
until a non-operational failure is more certain or imminent.
Alternatively, the results can be communicated to a host or
offline preventative maintenance (PM) manager. The BBIST
can also be used in combination with the BBISD to provide an
evaluation of the test results. Finally, the BBIST can be used
together with the BBISD and the BBISR to provide the full
suite of repair mechanisms.

Importantly, one or more of the test, diagnosis, and repair
functions are programmable in any combination in one
embodiment, for subsequent production or in-field updating
of procedures, algorithms, thresholds, reporting protocols,
etc. The result is a “programmable” built-in self-test
(P-BBIST), programmable built-in-self-diagnosis
(P-BBISD) and/or programmable built-in-self-repair
(P-BBISR). Together, the programmable suite of functions is
termed P-BBIST-DR, or “P-BBIST doctor.”

As the name implies, the three options of test, diagnosis
and repair (TDR) are configurable to be engaged in-situ, e.g.,
in the background of normal data operations. Thatis, the TDR
operations are transparent and indecipherable to the host dur-
ing operation, unless the host desires the results and status. In
operation, a host on a line card that is operating a memory
implementing the present description may be unaware that a
problem ever existed in the memory, as the timing, quantity,
and quality of the data provided appears unchanged, even as
a test, a diagnosis, and/or a repair might be in progress. The
host also has the option to monitor the status of the back-
ground repair operation continuously. Given this capability,
the TDR system prevents an unwelcome surprise of a massive
or catastrophic failure of a part in the field. Rather, the present
invention provides a very early prediction of field-replace-
ment, with predictive algorithms accounting for the rate of
failure (whether linear or geometric), heuristics, and resource
management, thereby allowing a reliable and cost-effective
scheduled PM replacement.

The BBIST is provided by an apparatus having a cache
memory, adjustable device parameter settings, and the logic
to implement the procedure and algorithms. The cache
memory is a temporary home for data from the portion of
main memory (MM) slated for test, e.g., the CUT that is also
referred to as the “target” memory under test (TMUT). The
adjustable parameter settings can be any category desired
such as time, voltage, temperature, etc. using adjustable hard-
ware such as adjustable PLLs, DLLs, multi-voltage level
sources, variable charge pumps, and using sensors. They are
used to adjust or to select from and/or are used to sense the
margin on performance operations involved in access such as
refresh period, driving voltage and time, sense voltage and
times, slew rates, cycle rates and times, and operating tem-
perature. The adjustable equipment parameter settings are
applied to any granularity-basis desired, e.g., bit, word, multi-
words, word-line, etc. per the architecture that allows their
selectivity on that basis. For example, word-size portions of
memory cells can have a configurable or selectable, via mux-
ing or via gated enabling or flag bit(s), driving voltage setting
that stresses or margin-tests just the word portion of memory
cells slated for test.

The logic for the procedure and algorithms for any portion
of P-BBIST-DR can be either a finite state machine (FSM)
implemented as custom or RTL logic, or a controller-/proces-
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sor-implementation using firmware or software-based
instructions. In operation, data accessed around the TMUT
operates using specification settings of time and voltage, etc.,
while the selectable marginal settings of time and voltage are
marginalized for the TMUT. Access to the data normally in
the TMUT is provided by a very robust cache memory to
reduce the possibility that the test itself is susceptible to any
errors. The BBISD is provided by an apparatus having thresh-
old levels and logic to implement the procedure and algo-
rithms and decision points for performing a diagnosis. The
BBISD receives the test data results from the BBIST. Using
logic and parameter settings based on heuristics, statistics,
linear quadratic estimations (LQE) such as Kalman filtering,
and various other filtering techniques for predictions, along
with an inventory of available repair resources, the BBISD
makes a diagnosis and provides repair instruction to the
BBISR. The BBISD also considers patterns of failures, such
as proximity, temporal, causation, and other correlatable vari-
ables. The diagnostic apparatus has memory to store these
patterns and results.

The BBISR includes one or more repair resources on the
chip, including traditional redundant memory (RM), e.g.,
having the same construction as the main memory, and
optionally including one other form of replacement memory
resource, e.g., a hierarchical or shared memory (SM) resource
of a desired granularity of the same or different construction
type. In one embodiment, the MM is a matrix of memory cells
arranged in rows (R) and columns (C) to form an R*C size of
memory. Likewise the RM is an array or matrix of one or more
redundant memory rows (RMR) by one or more redundant
memory columns (RMC) that provide a redundant memory
size of RMR*RMC. Finally, the SM is an array/matrix of
memory having a size of redundant shared rows (RSR) times
redundant shared columns (RSC) having a size of redundant
shared memory size of RSR*RSC forms

The background operations used for BBIST, BBISD, and/
or BBISR are opportunistic, in that they wait for aslot, e.g., an
open cycle, where one or more operations can be performed
such as: copying, setting flags, adjusting counters, operating
tests, diagnosing results, updating address tables and point-
ers, reloading data, enabling replacement memory, and acti-
vating same. To make the background TDR operations trans-
parent to the host, a TMUT, such as a word line, is moved one
portion at a time, e.g., one word at a time, during free cycles
in a repeated process. Thus, portions of the TMUT may be
split between its home in main memory or redundant
memory, and between the temporary cache for housing the
data while the physical main memory and redundant memory
are later tested. Logic tracks the progress and the locations of
individual portions of the TMUT such that an external access
can be directed to the correct location of the actual data
desired. By performing the TDR operations in parallel with
typical memory operations not associated with TDR, the
latency associated with TDR can be reduced or eliminated.

BRIEF DESCRIPTION OF THE DRAWINGS

Example embodiments are illustrated by way of illustra-
tions and are not limited by the figures of the accompanying
drawings, wherein:

FIG. 1 is a functional block diagram of a prior art memory
that uses scrubbing to correct detected errors.

FIG. 2A is a block diagram of an integrated circuit having
background built-in self test (BBIST), according to one or
more embodiments.

FIG. 2B is a block diagram of an integrated circuit having
BBIST with integrated background built in self diagnostics
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(BBISD) and having a background built in self repair
(BBISR), according to one or more embodiments.

FIG. 2C is a block diagram of an integrated circuit having
a BBIST that is programmable, and having a scrub operation
according to one or more embodiments.

FIG. 2D is a block diagram of an integrated circuit having
a superset of features including BBIST, BBISD, BBISR, pro-
grammability and a scrubbing operation, according to one or
more embodiments.

FIG. 3A is a block diagram of an arbitrator for directing
accesses to the appropriate physical memory location,
according to one or more embodiments.

FIGS. 3B-3C are block diagrams of the background BIST
controller (BBC) module in both a non-programmable and a
programmable configuration, respectively, for sequencing
the test operations, according to one or more embodiments.

FIGS. 3D-3E are block diagrams of the background built-
in self-diagnostic module (BBISDM) in both a non-program-
mable and a programmable configuration, respectively, for
diagnosing results of the BBIST, according to one or more
embodiments.

FIGS. 3F-3G are block diagrams of the background built-
in self repair module (BBISRM) in both a non-programmable
and a programmable configuration, respectively, for repairing
memory, according to one or more embodiments.

FIG. 4 is a block diagram of distributed BBIST on a multi-
partitioned memory chip, according to one or more embodi-
ments.

FIG. 5A is a diagram of a distributed BBIST on a multi-
banked partition of a memory chip having adjustable param-
eter settings, according to one or more embodiments.

FIGS. 5B-5C are diagrams of access circuitry having
adjustable or selectable performance levels, for a selectable
power supply and a selectable refresh period, respectively,
according to one or more embodiments.

FIG. 5D is a diagram of a selectable delay signal circuit for
testing response times of memory cells and related hardware
according to one or more embodiments.

FIG. 6A is a block diagram of a side-by-side (SBS) multi-
chip-module (MCM) with one chip having BBIST and the
other chip having BBISTR, according to one or more embodi-
ments.

FIG. 6B isablock diagram ofa SBS MCM with standalone
chip BBISTR and with legacy memory chips not having
BBIST, BBISD, BBISR, according to one or more embodi-
ments.

FIG. 6C is a block diagram of an MCM having standalone
chip redundant memory resources and having memory chips
with BBIST or BBISTR, according to one or more embodi-
ments.

FIG. 6D is a block diagram of a hybrid stacked MCM
having multiple chips having through-silicon vias (TSVs)
therebetween, with at least one of the chips having BBIST,
according to one or more embodiments.

FIG. 6E is a block diagram of a hybrid stacked package on
package (POP) MCM with an interposer, according to one or
more embodiments.

FIG.7A is ablock diagram of line card having a standalone
BBISTR chip coupled to legacy host and legacy memory chip
and/or legacy MCMs without BBISTR, according to one or
more embodiments.

FIG. 7B is a block diagram of a line card having one or
more resilient memory chips and/or MCMs with at least one
having BBISTR, and a legacy host, according to one or more
embodiments.
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FIG. 7C is a block diagram of line card having a host with
BBISTR and legacy memory chip and/or legacy MCMs with-
out BBISTR, according to one or more embodiments.

FIG. 7D is a block diagram of a line card with all compo-
nents having BBISTR, including the host and the memory
chip and/or MCMs, according to one or more embodiments.

FIG. 7E is a block diagram of line card having all compo-
nents having BBISTR, including the host and the memory
chip and/or MCMs, and having an assembly level shared
memory resource (SMR), according to one or more embodi-
ments.

FIG. 8is a graph illustrating a degradation of a memory cell
intersecting a margined parameter level to identify a weak cell
early during its expected lifetime, according to one or more
embodiments.

FIG. 9A is a flowchart illustrating the configurable opera-
tions of BBIST, BBISD, BBISR and scrub, occurring paral-
lely in different locations in a resilient memory, according to
one or more embodiments.

FIG. 9B is a flowchart illustrating the configurable opera-
tions of operations of BBIST, BBISD, BBISR and scrub,
configurably occurring on an exemplary memory cell over
time, according to one or more embodiments.

FIG. 9C is a flowchart for accessing different parts of
physical or virtual memory in a memory device having
BBIST and BBISR, according to one or more embodiments.

FIGS. 10A and 10B are flowcharts illustrating manage-
ment operations of BBIST on memory, according to one or
more embodiments.

FIG. 10C is a flowchart illustrating the operation of the test
portion of BBIST on memory, according to one or more
embodiments.

FIG. 11 is a flowchart illustrating the operation of BBISD
on memory, according to one or more embodiments.

FIG. 12 is a flowchart illustrating the operation of BBISR,
according to one or more embodiments.

FIG. 13 is a flowchart illustrating a scrub operation of
memory using ECC, according to one or more embodiments.

FIG. 14A is a log-log graph of a memory IC without repair
features that fails to meet its life expectancy due to failures
from infant mortality and from degrading bits, according to
one or more embodiments.

FIG. 14B is a log-log graph of a memory IC with BBIST,
BBISD, and BBISR that meets its life expectancy by back-
ground testing and repairing failures of infant mortality and
degrading bits, according to one or more embodiments.

The drawings referred to in this description should be
understood as not being drawn to scale, except if specifically
noted, in order to show more clearly the details of the present
disclosure. Same reference numbers in the drawings indicate
like elements throughout the several views. Other features
and advantages of the present disclosure will be apparent by
reference to the detailed description when considered in con-
junction with the figures.

DETAILED DESCRIPTION

Reference will now be made in detail to embodiments of
the present technology, examples of which are illustrated in
the accompanying drawings. While the technology will be
described in conjunction with various embodiment(s), it will
be understood that they are not intended to limit the present
technology to these embodiments. On the contrary, the
present technology is intended to cover alternatives, modifi-
cations and equivalents, which may be included within the
spirit and scope of the various embodiments as defined by the
appended claims.
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Furthermore, in the following description of embodiments,
numerous specific details are set forth in order to provide a
thorough understanding of the present technology. However,
the present technology may be practiced without these spe-
cific details. In other instances, well known methods, proce-
dures, components, and circuits have not been described in
detail so as not to obscure aspects of the present embodi-
ments.

Architecture Combinations

FIGS. 2A-2D illustrate various exemplary combinations of
background test, diagnostic, and repair blocks, with optional
programmability, hierarchical shared memory resource, and
scrubbing function in a semiconductor chip. FIGS. 2A-2D all
consist of a common baseline of an integrated circuit, (IC)
200-A through 200-D, having a main memory (MM) block
204 and an optional redundant memory (RM) block 205
coupled to each other. Data lines of interest are shown as solid
arrowheads, while command and instructions lines of interest
are shown by line arrowheads.

The RM 205 is a block of extra memory cells configurable
to replace failed memory cells in MM 204 in any granularity
desired, e.g., words, pages, wordlines, columns, or blocks,
and at any time, e.g., either in production test and burn-in, or
later in field operations as off-line built-in self-test (BIST), or
as on-line background BIST (BBIST). RM 205 is typically
the same memory cell construction as MM 204, e.g., DRAM,
SRAM, eDRAM, etc., but can be of different memory cell
construction in another embodiment. The granularity of RM
205 can be architected to any size as desired for overhead and
reliability tradeoffs, with one embodiment of RM 205 having
granularity of 1 column width and half of a memory module
MEMMOD depth, e.g., 72 bits wide/word and 32 wordlines
deep, for a total of 2304 bits.

An arbitrator block 300 is coupled to MM 204, RM 205,
and to temporary memory (TM) 214 in order to route external
accesses to the correct physical memory location of MM 204,
RM 205, or TM 214. Arbitrator block 300 includes compara-
tors, logic and memory for lookup tables, or maps to imple-
ment the flowchart operations for an access that are described
in FIG. 9C. Arbitrator 300 is also further illustrated in subse-
quent FIG. 3.

BBIST modules (BBISTM) 350-A, 350-B and P-BBISTM
351-A, 351-B are shown as a centralized single test block for
MM 204 and RM 205 in the present embodiment, though it is
well suited to a distributed architecture, as illustrated in sub-
sequent FIGS. 4 and 5. BBISTM 350-A, 350-B and
P-BBISTM 351-A, 351-B are coupled to ARB 300, to a
memory access controller (MAC) in MM 204 and to RM 205
in order to perform the multiple test functions described in
subsequent flowchart FIGS. 10A-B, such as: determining
when a slot, or free-cycle exists to perform a discrete portion
of'the test algorithm, to retrieve the target memory under test
(TMUT) from either the MM 204 or RM 205, and to perform
tests on the physical memory in MM 204 or RM 205.

The TM 214 is of the same memory cell construction and
size as MM 204 in one embodiment, while another embodi-
ment utilizes a different, more robust memory cell size or
construction, in order to be immune from single-event upsets
such as an APH. That is, a robust TM 214 is of the same
construction as MM 204 but larger, e.g., both MM 204 and
TM 214 are eDRAM but the TM 214 has an larger capacitor,
providing more charge to hold a logic level and therefore
more resistance to an APH or other perturbations. Alterna-
tively, a robust TM 214 is an SRAM like MM 204 but with
thicker gate oxides and wider channels. In yet another
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embodiment, TM 214 is of a different memory cell construc-
tion or type that is more robust or much more robust than MM
204 in order to be immune from single-event upsets such as
APH, e.g., the MM 204 is eDRAM, DRAM, or SRAM, while
the TM 214 is a flip-flop, register, or a latch. The TM 214 can
justity the tradeoff of robustness for size because of its higher-
reliability requirements and its much fewer memory cells,
depending upon the granularity size of memory being tested.
In one embodiment, the portion of target memory under test
(TMUT) in each block of each partition of MM 204 is a single
wordline having 16 columns, or words, wherein each word
has 72 bits, thereby resulting in a TMUT of 1152 memory
cells storing the same quantity of bits. In comparison, the
bank portion of MM 204, from which a given TMUT is tested,
has 32 memory modules (MEMMOD), with each MEM-
MOD having 64 wordlines, with each wordline having 16
words, and with each word having 72 bits, for 2.359 Mbits
worth of memory cells. In other words, the overhead required
due to TM 214 is about Yesth*V42nd of the MM 204, or about
0.5 percent. Consequently, die area is not significantly
impacted by having a memory cell in the TM 214 that is
double or even an order of magnitude larger than a memory
cell of the MM 204 which magnitude is dictated by empirical
data to provide robustness.

Latency impact on an external access caused by TDR back-
ground components, whether background BBIST, BBISD,
and/or BBISR, is configurable to be minimized or eliminated
by coupling and operating the background components in
parallel, e.g., in the background, with existing data accesses
and related operations, e.g., a redundant memory lookup,
wordline precharge, etc. Thus, background components oper-
ate transparently to the user. In another embodiment, any
portion of the background component can operate with a
partial latency increase or a full latency increase by operating
the background component partially or fully in series with an
existing data access operation. Operations associated only
with background test and repairs are performed opportunis-
tically, that is, when an open cycle, or slot, is available so as
not to create a busy state when an external access is received.
It could also be architected such that the internal access rate is
higher than what is specified for the user, thus guaranteeing
that the background BIST will have cycles to test and repair
without any degradation in the user bandwidth.

The ICs 200-A through 200-D can comprise any applica-
tion that uses memory such as: microprocessor, microcontrol-
ler, etc. with embedded memory; reconfigurable devices such
as field programmable logic devices (FPGA), programmable
logic devices (PLDs), etc. with embedded memory; memory
caches such as L1 or L2 cache. Alternatively, the ICs 200-A
through 200-D can be custom memory chips using commod-
ity MM 204 and RM 20; “resilient memory” with on-board
operations such as statistics, read-modify-write (RMW), con-
tent addressable memory (CAM), etc.; or other specialty
memory chips. The ICs 200-A through 200-D can also be
used in any combination with each other in a module, as they
can operate independently of each other, as illustrated in
subsequent FIGS. 6 A-6E.

Non-programmable TDR background components, such
as BBIST 350, BBISD 360, and/or BBISR 370 have a default
instruction and thresholds programmed therein. In compari-
son, programmable TDR components, such as P-BBIST 351,
P-BBISD 361, and/or P-BBISR 371, include memory stor-
age, such as registers or NVM, for programmable instruc-
tions, threshold settings, and/or results. They may also
include an external communication link via a dedicated
instruction line, or via a control packet of a frame, or by a
dedicated port such as a serial peripheral interface (SPI).
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AllBBISTM 350-A, 350-B and P-BBISTM 351-A, 351-B
have logic, either custom or RTL, and optional registers that
implement the flowchart operations of BBIST described in
FIGS. 10A-10C. Differences between FIGS. 2A through 2D
are described hereinafter.

Referring now to FIG. 2A, ablock diagram of an integrated
circuit having a baseline BBISTM 350-A is shown, according
to one or more embodiments. The baseline BBISTM 350-A
includes an FSM of custom logic or RTL that performs the
sequence of operations to interface with the MM 204, includ-
ing its built-in memory access controller (MAC), described in
subsequent FIGS. 3B-3E and FIG. 5. The baseline BBISTM
350-A does not include a diagnostics block, BBISD, or a
repair block, BBISR, and thus operates as either: an identifier
of addresses with failures or weaknesses that require fixing,
or as an early warning PM mechanism to the user, when a
threshold, e.g., quantity of pending weaknesses will result in
unrecoverable data, e.g., two-bit failures for a given portion of
memory protected by ECC. By reporting failed/failing
addresses to a user/host, the user/host can have a smaller
population of addresses to check for corrections, e.g., rather
than using EDC for every portion of data for from the
memory, the user/host need only use EDC for the identified
portions of data with a weak or failed memory cell per the
memory BBIST, thereby saving power and reducing opera-
tions per second (OPS) at the host. Reporting to the host
(user) is accomplished via an interrupt or via an embedded
CMD on data line/bus, or a separate control line (not shown).
The BBISTM 305-A is optionally configurable to record the
failures, in terms of quantity and/or address location, in on-
chip NVM for subsequent post-mortem analysis, e.g., where
registers in BBISTM shown in subsequent figures are non-
volatile.

Referring now to FIG. 2B, a block diagram of an integrated
circuit having BBIST with integrated background built in
self-diagnostics (BBISD) and background built in self-repair
(BBISR) is shown, according to one or more embodiments.
The BBISTM 350-B incorporates an embedded BBISD 360
therein and is coupled to BBISRM 370. The BBISDM 360
includes additional logic and optional registers to implement
the additional flowchart operations of BBISD as described in
FIG. 10C. The diagnostics feature provides intelligent analy-
sis of the test results from weak and failed memory cells from
BBISTM 350-B. For example, the rationing of redundant
memory resources can be based on failed/weak cells data
such as: quality, quantity, severity, proximity, grouping, tem-
porality, degradation rates, etc., of weaknesses or failures and
interaction between those factors. The result is more accurate
diagnostics, predictions, repairs, and ultimately, a longer
lifespan of the IC, e.g. the memory. The BBISD 360 accom-
plishes the operations of flowchart in FIG. 10C using hard-
coded logic for alow-latency embodiment to look for patterns
as described in subsequent FIG. 3D, though the present dis-
closure can be implemented using microcontroller-based
code as well.

In addition FIG. 2B includes a hierarchical global shared
memory resource, referred to as global bitredundancy (GBR)
250, which is coupled to BBISRM 370, to ARB 300, and to
optional global address storage table (AST) 220. In brief,
GBR 250 includes an arbitrator 252 and a global memory
resource, or GBR memory (GM), 254. The GM 254 is a single
bit resolution repair in the present embodiment, but can be of
larger resolution in other embodiments, e.g., multiple bits, a
word, etc. The quantity of stored bits and addresses in GMR
254 can be tailored to the application for expected quantity of
failures over its lifetime. The BBISRM 370 is coupled to
GBR 250 to indicate which failed/weak memory cells are to
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be replaced in the outgoing data traffic by storing and access-
ing their addresses in the AST 220. That is, for an external
access, after MM 204 is read, and any pointers to TM 214 or
RM 205 substitute in virtual memory values arising from
production or in-field repairs, a final screening of the output
data stream by GBR 250 can individually match addresses
with faulty bits and substitute in an accurate data bit. This
GBR repair can save an otherwise fully-functional IC that has
a one or more single bit errors that renders it unreliable, e.g.,
for an IC that doesn’t have bandwidth for off-line testing in
the field or that has consumed all its RM resources slated to a
given memory bank. The hierarchy of memory repair is first
the RM 205 replacing faulty MM 204 memory cells on a
block basis, and secondly the GBR 250 replacing faulty MM
204 or faulty RM 205 a bit-basis using GM 254. More detail
is provided in subsequent FIG. 4, and in co-pending U.S.
provisional Patent Application No. 61/702,253, filed on Sep.
18, 2012, entitled “Shared Memory Redundancy,” by Dipak
Sikdar et al., subsequently filed as U.S. patent application No.
14/031,031, on Sep. 18, 2013, which application(s) are also
incorporated by reference herein in its entirety.

Referring now to FIG. 2C, a block diagram of an integrated
circuit having a BBIST that is programmable and having an
optional scrub operation is shown, according to one or more
embodiments. The P-BBIST block, or module, (P-BBISTM)
351-Ais coupled to the arbitrator 300 and the TM 214 similar
to FIG. 2A. An optional control line (CTRL) 209 coupled
between the user and the P-BBISTM 351-A allows the oppor-
tunistic communication of program instruction, thresholds,
parameters, etc. from user to IC 200-C or have user initiate a
BBIST, BBISD, and/or BBISR, e.g., if user notices a rash of
bad data and wants to investigate the memory. The program-
mable aspect of P-BBISTM 351-A allows a flexible and on
the fly, or real-time, adjustment without an interrupt of the
tests being performed on MM 204 and RM 205 in order to
adapt to changing field conditions or needs from the user.

The scrub operation in FIGS. 2C and 2D is an operation of
retrieving a portion of memory that is opportunistically read
and then processed through an error detection and correction
(EDC) algorithm, and compared to the originally stored data
to identify and replace any faulty bits. The scrub operation is
typically performed to identify any single-event upsets such
as an APH. The scrub operation is included in the present
disclosure as an optional hierarchical layer of error detection
and/or correction beyond that provided by the configurations
and combinations of: BBISTM 350-A,350-B; BBISDM 360,
BBISRM 370; P-BBISTM 351-A, 351-B; P-BBISDM 361,
and P-BBISRM 371 illustrated herein, to further ensure reli-
able data. This is because even if the present background test
and repair apparatus and methods ensure a memory that is
free of failed and weak memory cells, scrubbing is still useful
to detect and/or correct a single event upset from an APH. In
lieu of using ECC bits for such a rare event as the APH, a
lower-overhead single parity bit is used in one embodiment to
provide detection, though not correction of the single event
upset. The scrub operation is implemented using the MAC in
the MM 204 or alternatively using a non-programmable or a
programmable BBIST 350-A, or dedicated logic in MM 204.

Referring now to FIG. 2D, a block diagram of an integrated
circuit having a superset of features including: P-BBIST,
P-BBISD, P-BBISR, programmability and a scrubbing
operation is shown, according to one or more embodiments.
This embodiment includes applicable blocks and descrip-
tions as provided in prior figures. P-BBISRM 371 is option-
ally coupled to scrub function 210 and to RM 205 for
increased control and functionality, thereby allowing an inter-
face between a repair being undertaken, and a follow-up scrub
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operation on the original memory, which might have a dispo-
sition to further weak cells, and the replaced memory.

While a scrub operation using ECC is illustrated in FIGS.
2C and 2D, the present embodiment does not require the use
of scrubbing, and is capable of avoiding the use of ECC bits
as unnecessary, given that weak memory cells are detected
and repaired early, thus avoiding occurrences of failed
memory cells. Consequently, the overhead of memory is
reduced by the quantity of ECC bits otherwise used for a
given portion of data, e.g., eliminating the eight (8) additional
bits of ECC code for a 64 bit data for a ten percent reduction
in overhead. This can translate into a larger usable memory
size for a given die size, or a smaller die for a given usable
memory size. However, the present disclosure does not
exclude ECC, and can optionally use this information, that is
read either with or without margin, to detect, correct, and
repair errors early, thereby ensuring data integrity with no
user read/write failures.

Arbitrator

Referring now to FIG. 3A, a block diagram of the arbitrator
300 for directing accesses to the appropriate physical
memory location is shown, according to one or more embodi-
ments. Arbitrator 300 includes comparators 304, 306 coupled
in parallel to receive an external address and compare the
external address with physical memory address locations on
the IC for a hit, that is, a match. In comparator 304, the
external address is compared to addresses from main memory
204 whose contents have been replaced by corresponding
contents of redundant memory 205. The addresses in main
memory whose contents are now stored in redundant memory
are stored either temporarily in volatile memory or perma-
nently in an eFUSE array, the addresses of both existing in
eFUSE MAP ADDR 303. The second comparator 306
receives the external address and compares it to an address for
a target memory under test (TMUT) by BBIST, e.g.,
addresses stored in BBIST address memory 307 correspond-
ing to data that was temporarily moved to TM 214 from either
MM 204 or RM 205 while TMUT is tested. Consequently, a
selector 308 is coupled to receive the results of both compara-
tors 304, 306 and is coupled to drive a switch, e.g., muxes 310
and 312. These muxes select the highest priority address and
the appropriate routing for the data to the correct physical
location, e.g., either to MM 204/RM 205 or to TM 214.
Selector 308 has the following prioritization: i) TM 214
memory is the highest priority if a match exists, because the
TMUT can be either MM 204 or RM 205; ii) RM 205 is the
second priority if a match exists, because it supersedes the
MM 204 address that it replaces; iii) MM 204 is the lowest
priority, being the original memory location for which data is
typically stored (shown as TM>RM>MM). Restated, if the
external address is not under test and has not been repaired in
redundant memory, then by process of elimination, the physi-
cal address is in the MM 204. By operating comparator 306
for TM 214 in parallel with comparator 304 for MM 204/RM
205, the present embodiment renders this BBIST checking
for the TMUT as transparent to the user.

Given a segmented memory architecture, e.g., as shown in
subsequent FIG. 5, having memory modules (MEMMOD) of
MOD 0 to MOD N, where Nz1 and in a present embodiment
is 32, and wherein each memory module has M wordlines
(WL), wherein Mz1, and in a present embodiment is 64, and
wherein each wordline comprises C columns, or words,
where Cz1, and in a present embodiment is 16, and wherein
each word is comprised of W bits, where Wz1, and in a
present embodiment is 72 bits, the ARB 300 is specific to a
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give partition and a given bank of memory. Thus, comparators
304,306 only need compare MEMMOD [4:0], WL [5:0], and
word [3:0] of the external address to the eFUSE map address
and the TMUT address from BIST to determine whether a
match exists. If the TMUT is not fully transferred from MM
204 or RM 205 into the TM 214, then the column portion of
the address does need to be compared to determine whether
the data resides in MM 204 or TM 214, depending on where
the transfer operation left off. If the TMUT is fully transferred
from MM 204 or RM 205 into the TM 214, then the column
address does not need to be compared, as all the data for the
WL is located in the TM 214. A redirect check bit in BBIST
address block 307 is set high when the TMUT is fully trans-
ferred to the TM 214, thus eliminating the column compare
and saving power and time. To help reduce latency, if a MEM-
MOD has a hit in both the RM address comparator 304 and
the TM address comparator 306 when it starts the compare
operations and before it completes it, then the access to the
appropriate wordline in both the RM and the TM can be
started in parallel prior to the completion of the compare
operation in 304, 306. This reduces the latency required for
equalization and precharge of the wordlines.

Background Test Module

Referring now to FIGS. 3B-C, block diagrams of the back-
ground BIST controller (BBC) module (BBISTM) 350 and
programmable BBISTM (P-BBISTM) 351 for sequencing
the test operations is shown, according to one or more
embodiments. The common baseline portions of BBC 350
and 351 include registers 352, for status and settings, coupled
to a counter 353, for counting through portions of memory to
be tested, e.g., the multiple words in a wordline, and the
multiple wordlines in a given MM 204, e.g., and finally the
multiple MEMMODS inside the bank of a given partition of
MM 204. Comparator 355 is coupled to the look up table
(LUT) 354, which stores data in memory, and counter 353 to
determine current address location within the range of the
TMUT. Logic 356 is coupled to the components shown to
enable the operations of flowcharts described in FIGS. 9C,
and 10A-10C. BBISTM (BBC) 350 has I/Os including:
REMAP REGS 506-0 to 506-N of FIG. 5A (equivalent to
BBIST ADDR 307 of FIG. 3A) for storing the address of the
TMUT, which is then provided to comparator 306 of F1G.3A.
BBISTM 350 has 1/0O 350-Z for receiving external access
information, I/P 350-B for interfacing MAC of MM 204, in
order to specify access and refresh operations by MAC for
TMUT in MM or RM, during free cycle from external
accesses. Thus, operations from the BBISTM 350 are inter-
laced with external accesses and MAC operation that manage
physical memories MM 204, RM 205, and TM 214. BBIST
350 also has output 350-D for adjustable parameters, e.g.,
valid or flag bits, select or enable signals that effect an adjust-
able or selectable parameter level. The registers can contain
default parameter settings, such as voltage levels to select, or
different refresh periods for different types of tests, e.g., a
more stringent refresh period for a memory with low field
hours or aless stringent refresh period for a memory with high
field hours, both of which are beyond the specification refresh
period. Counter 353 and LUT 354 indicate a present status of
the TMUT progressing through one of a number of possible
serial and/or combined testing parameters, e.g., voltage test,
refresh test, cycle time test, etc. For example, a LUT can list
the address, and memory module, and line number, and what
number test has been tested, such as Test 1—under
voltage=passed, Test 2—over voltage=passed, Test 3—ex-
tended refresh period=in process, wordline 4 failed, wordline
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5 is TMUT, etc. The BBISTM 350 identifies a given adjust-
able parameter and a parameter level, e.g., chosen from the
LUT 354, and communicates it to the appropriate circuit with
adjustable or selectable parameter levels at a timing appro-
priate for applying it to the TMUT, as shown in subsequent
FIGS. 5B and 5C. For example, a supply voltage and a
reduced supply voltage option are available, and when the
TMUT is opportunistically selected for a write, then the select
bit associated with the TMUT WL address chooses the
reduced Vdd rather than the specification Vdd in order to
stress test the TMUT. External command 350-M can be
received from host to initiate test at host’s discretion.

Referring now to FIG. 3C, the programmable version of
BBIST module (P-BBISTM) 351, is illustrated, according to
one or more embodiments. The input/outputs (I/Os) that are
the same as those of BBIST 350 are not labeled, while the
unique I/Os are labeled as PRGM INSTR 350-F, BBISTM/
BBISDM 350-E, and BBISTM/BBISR 350-1. The PRGM
INSTR 305-F receives instructions, parameter settings,
thresholds, test sequences, and/or etc. as provided by a user
via a channel such as a serial port, e.g., a SPI or JTAG port, a
bus, or a SERDES link via a communication protocol
between host and IC. Programmable data is stored in local
memory on P-BBISTM 351, e.g., in configuration or param-
eter registers 357, 358 that are coupled to logic 356-1, which
has additional circuitry beyond baseline logic 356 to accom-
modate the inputs and the selectabilty, e.g., muxes, to accom-
modate the programmable data. Programmable configura-
tions can provide a setting for altering logic, e.g., an input
value to mux for selecting or disabling a branch in a test, such
as provided in subsequent flowchart operations in FIGS.
9A-9C and 10A-10C. Programmable thresholds can also
change binary settings, e.g., choose from one of two sub Vdd
values: Vdd-y or Vdd—x, where x>y. Alternatively, the pro-
grammable data can be a quantitative value for any of the
parameters configured to be tested, e.g., a value for local bias
572 shown in FIG. 5B, or a variable number of cycles for
withholding an enable signal to refresh the TMUT as shown
in FIG. 5C. The I/O for BBISTM/BBISDM 350-E provides
for communication between BBISTM 350 or P-BBISTM 351
and with BBISDM 360 or P-BBISDM 361 in subsequent
figures. The I/O 350-1 provides test and diagnostic results to
the BBISRM 370 for implementing repairs.

More detail on programmable features and other architec-
ture is provided in co-pending U.S. provisional Patent Appli-
cation No. 61/702,732, filed on Sep. 18, 2012, entitled “PRO-
GRAMMABLE MEMORY BUILT IN SELF REPAIR
CIRCUIT,” by Rajesh Chopra et al., subsequently filed as
U.S. patent application No. 13/834,856, on Mar. 15, 2013 and
issued on Mar. 24, 2015 as U.S. Pat. No. 8,954,803; and in
U.S. patent application Ser. No. 13/030,358, filed on Feb. 18,
2011, entitled “PROGRAMMABLE TEST ENGINE,” by
Rajesh Chopra et al., issued on Feb. 10, 2015 as U.S. Pat. No.
8,954,803, wherein all of said applications are also incorpo-
rated by reference herein in their entirety.

Background Diagnostics Module

Referring now to FIGS. 3D-3E are block diagrams of the
background built-in self diagnostic module (BBISDM) in
both a non-programmable and a programmable configura-
tion, respectively, for diagnosing results of the BBIST,
according to one or more embodiments. The common base-
line portions of BBISDM 360 and P-BBISDM 361 include
registers 362 for local results of diagnostics, and interface to
BBISTM 350 or P-BBISTM 351 through I/O BBIST/BBISD
350-E. Logic portion of BBISDM 360 and P-BBISDM 361
implement flowchart operations for diagnostics per FIG. 11.
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Similar to FIG. 3C, a programmable version of BBISDM,
(P-BBISDM) 361 has an I/O for PRGM INSTR 350-G for
receiving programmable instructions in the form of configu-
ration or parameters/thresholds, which are stored in configu-
ration registers 367 or parameter registers 368.

The BBISDM 360 and P-BBISDM 361 use hard-coded
logic 365 and 365-1 for a low-latency embodiment to look for
patterns, e.g., an array of muxes that result in a predetermined
disposition based on the treed options in the mux per flow-
chart operations from FIG. 11. Programmable thresholds can
identify diagnosis criteria, such as those provided in FIG. 11,
such as acceptable factor of margin, rate of degradation, pro-
jected redundant memory resource models based on empiri-
cal data, failure modes and effects analysis (FMEA), etc. For
example, a first set of muxes can determine whether a
memory cell identified by BBISTM 350 is a weak or failed
memory cell, per a bit setting in a LUT. Another set of muxes
cascaded thereafter can inquire if there are adjacent memory
cells that are weak or failed, based on a comparator sort in turn
based on a compare operation of a look up table having
recorded address locations for weak or failed memory cells.
Different patterns of failure or weakness can dictate different
modes of repair per the background diagnostics module that
will be executed by the background repair module and/or
notice to a host. The notice to the host can be in any format,
such as a flag in the error register, a handshake protocol, an
interrupt signal, etc. Alternatively, a microcontroller can
execute code that implements the flowchart operations for
diagnostics per FIG. 11.

Background Repair Module

FIGS. 3F-3G are block diagrams of the background built-
in self repair module (BBISRM) in both a non-programmable
and a programmable configuration, respectively, for repairing
memory, according to one or more embodiments. The com-
mon baseline portions of BBISRM 370 and a programmable
version of BBISRM, (P-BBISRM) 371 include registers 372
for local results of repairs, and interface to BBISTM 350 or
P-BBISTM 351 through I/O BBIST/BBISR 350-1. Common
1/0s also include memory resource 1 (MEM RSRC 1) 350-J,
a local redundant memory, and optional memory resource 2
(MEM RSRC 2)350-H, the GBR memory. Logic portion 376
and 376-1 of BBISRM 370 and P-BBISRM 371, respectively,
implements flowchart operations for repair per FIG. 12. Simi-
lar to FIG. 3C, a P-BBISRM 371 has an I/O PRGM INSTR
350-L for receiving programmable instructions in the form of
configuration or parameters/thresholds, which are stored in
configuration registers 377 or parameter registers 378. For
example, single bit repairs are the default repair for a non-
programmable BBISRM 370. However, a programmable
P-BBISRM 371 can be programmed to respond to new failure
modes not anticipated at production by providing a different
hierarchy of repair, e.g., utilizing a redundant memory block
to repair early failures in a certain location or portion of main
memory per empirical data, thereby resulting in a more effi-
cient repair using the memory block. Alternatively, the host
can provide an external request to execute a repair on an
address that host has identified as being weak or failed, per an
external command 350-K of FIG. 3